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FOREWORD

This report gives an analysis of the impact of various types of
jamming on freuency-hopping systems. The results are useful in
evaluating the performance of many existing and planned systems,
including SINCGARS~V. 1In applying the results, one must be careful to
note that *the definitions of "fast" and "slow" frequency-hopping systems
are natural ones for mathematical analysis, but not necessarily the same
as the usage in programs such as SINCGARS-V. Also, one should be aware
that engineering and c¢ost constraints in these programs often make
system optimization in a mathematical sense undesirakle.

The essential feature of “fast" systems, as defined in this report,
is that the frequency changes for each trancnitted encoded bit of a
word. Thus, the analytical results for “fasgt" systems also apply to a
system that is hopping at a low rate, but incorporating bit interleaving
over a sufficient numier of hopring periods. of course,
error-correcting codes can be used in addition to or without bit
interleaving.

If the jammer's available power is less than the product of the
number of hopping channels and the signal power, then it is usually
advantageous for the jammer to concentrate the power in part of the
tozal bandwidth. However, the degree and the significance of the advan-
tage depend upen whether the performance criterion is the bit error rate
or the word errcr rate. The advantage is also a functicn of the thermal
noigse level, word length, c¢oding, and other system parameters. Thus,
careful specification of the system and its environment is necessary
before drawing conclusions about the relative merit of partial-band
jamming.
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1. INTRODUCTICN

Frequancy hopping is the periodic changing of the frequency or fre-
quency sets associated with a transmission. Figure 1 1illustrates
general forms of the transmitter and the receiver. The date modulation
can take many forms. Initially, binary frequency-shift keying (FSK) is
agsumed. Other data modulations are discussed in section 9.
Dixon! qives a basic introduction to frequency hopping, especially with
FSK.

OSCILLATCR
ENCODED DATA ) ! ;isoutucv :
 FAEQUENCY HOPPING
- - —_—
MOOULATOR | SYNTHESIZERS T gicwaL
PSEUDORANDOM
: cODE
| cewinatgn
(o)
. Sttt
A
FREQUENCY HOPPING \)i\; DEHOPPED SIGNAL oEmobULATOR | ENCODED
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r
| FREQUENCY ! | SYNCHROKIZATION
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¢ cooe |
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Figure 1. General transmitter (a) and receiver (b) for frequency-hopping
system,

When binary FSK is used, each encoded bit (symbol) is transmitted as
one of two frequencies, where one frequency represents a logical 1
("mark"), and the other, a 1logical O ("space"). The pair of possible
frequencies is changed pericdically by a pseudorandom code. Each change
constitutes a hop.

A block diagram for a noncoherent receiving system is shown in
figure 2. The two synthesizers produce frequencies which are offset
from the two possible received frequencies Ly constant intermediate
frequencies so that only two bandpass filters are needed. After the

Iz, c. Dixon, Spread Spectrum Systems, John Wiley and Sons, Inc., New
York (1976).
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"dehopping,"” the demcdulation 1is the same as ordinary noncoherent FSK
demodulation. Following a decision with respect to each bit, the final
processing involves the decoding of words (groups of code bits) and
error detection or correction.

NONCOHERENT FSK DEMODULATOR

r— ===
' - .-, ) PR ( '
saKoPAss | | f |
. I | BAKOPASS | .ENVSlOP!1 i
o | OBLTER 0 ) |
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RECEVED ! [ cooe I PINPOY )T omo  outeut
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[ seace 1 - - —'—Jf Coer T
| SYNTHESIZER - ! !
| g r PERIOD | :
1 | aan s 1 R '
| L e ]
g |humu=uq + OETECTOR . I
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Figure 2. Frequency-hopping receiver.

In this paper, the spectrum cccuried by a transmitted bit is called
the transmission channel. The spectrum that would be occupied if the
logical state represented by the bit were reversed is called the
complementary charnel. The channels change with the frequency hopping.

The use of two independent synthesizers in fiture 2 permits a
nonconstant relationship between each pair of frequency channels. As a
result, a jamer cannot intercept a frequency, translate it by a
constant amount, ard jam the complementary channel.

Frequency hopping may be classified ag "fast" or "slow." For the
mathematical analysis, fast frequency hopping is defined to he hopping
at a rate equalirg or exceeding the data (message) bit rate. In other
words, if the time interval between frequency hops is less than or equal
to the time interval of a data bit, then the frecuency hopping is said
to be fast. Under the opposite conditions, the frequency hopping is
said to be slow.

We assume that words of w data bits are tc be transmitted at the
rate of fp bits per second. The words are encoded 3o that C bits are
transmitted for each word. To maintain an information rate of fb, the
bits must be transmitted at the rate
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w

bits per second.

Depending upon the ceode, r or more bits per code word must be in
error for a word error to occur at the receiver output. Thus, the
probability of a word error is

C
P =5% pPm), (2)
m=r

where P(m) is the probability of exactly m bit errors in a word of C
bits.

Each fregquency-hopping channel requires a bandwidth of approximately
2f. for most of the signal energy to be received. If the tctal
available bandwidth is Bgp, then the number of available channels is

Bo aBgw
ST ST 3

where a is a parameter which accounts for wvariation 1in channel
separation and bandwidth cother than 2f.. In a jamming environment,
inadequate channel sepacation may allow a single narrowband jamming
signal to affect twn adjacent channels. We assume that the channels
associated with the transmission of a word are all distinc:. Thus, we
require that 2C < M.

The transmission ¢crannel, the complementary channel, or both
channels associated with a bit may contain jamming energy. We denote
the total number of jammed channels by J. By definition, J < M. For
simplicity, we assume that the 3iamning power is the same in all jammed
channels.

In the following analysis, it is always assumed that the
synchronization loops of the receiver and the dehopping operate
perfectly.

2. FAST FREQUENCY HOPPING

In fast fregquency-hopping systems, the freguency changes for each
transmitted encoded bit, which is called a chip in this case.
Consequently, the jamring environment may change from chip to chip. 1If
slow frequency hopping is used with bit interleaving ovar a sufficient
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number of hopping periods, then the jamring environment may change for
each encoded bit of a word. Thus, the following analysis is applicable
to both fast systems and slow systems with bit interleaving.

Out of the C channels used in transmitting the code word, let k
represent the number of transmission channels containing jamming power.
Let i represent the nunber of complementary channels containing jamming
power for the same word. Let ¢ represent the number of chips in a word
for which both associated channels have jamming power. For these
definitions, consistency requires that the following inequalities be
satisfied:

0<gegi<C; O<g<c<k<C; i+4ksJ; L+k-gz<C;
C~k<M-J; J-k-1i<M=2C . (4) ﬂ

Other inequalities required for consistency are implied by those above. }

We may decompose P(m) in terms of mutually exclusive and exhaustive 1
events so that

P(m) = 3. 3 Y Pim/k,i.q)Ps . (5)
k i a

The summations are carried out over those indices for which the
inequalities are satisfied. P(m/k,i,q) is the probability of m chip
errors given the occurrence of the event A(k,i,q), which is the event
that k transmission channels and i complementary channels are jammed and J
q chips have both associated channels jammed. Pg 15 the probability of
event A(k,i,q).

Pg can be evaluated by combinatorial analysis. We agsume that C
transmission channels and C complementary channels out of a total of M
possible channels have been associated with each word. We assume that
the code generator and the frequency synthesizers are designed so that
the 2C channels are distinct. The jammer introduces jamming into J
randomly chosen channels. Alternatively, we could consider the J jammed
channels as fixed and the 2C transmission and complementary channels as
randomly chosen for each word. 1In either case, we can derive the same

formula for Pg. However, the former approach yields a simpler
derivation.
There are (g) ways to choose the J jammed channels out of the M +7

total channels. The number of ways in which the event A(k,i,q) can
occur may be determined by specifying a four-step process. There are ) o

.10 |




ways to choose the k jammed transmission channels of a word. Having
chosen these channels, there are é) ways to choose those channels which
have jammed complementary channels associated with them. There
are (f:ﬁ ways to choose the i-q complementary channels which are jammed
but are‘not associated with jammed transmission channels. The final
ctep in the process is to select the J-k-i jammed channels out of the
M=-2C channels which are not associated with the word. This selection
can be accomplishead 1n(¥fi?Jways. Thus, ¢the probability of event
Alk,i,q) is -

. (6)

We define B(a,3,y) for @ + 8 + vy <m as the event that a errors occur
in the chips for which only the transmission channel is jammed, 8 errors
occur in the chips for which only the complementary channel is jammed,
and vy errors occur in the chips for which both associated channels are
jammed. PFor concistency and notational convenience, we reguire that

0O<a<k-qg; 0<B<i-~-q; 0<y<qg; a+8+y<m:;

C- (k-9 - (i -~-q -q2>2m- {a+84+y) ., (7)

Other inequalities required for consistency are implied by those above.
we make the decomposition

-

P(nvk,i.q) =2, 2 PuP(a,B,v/k,i,q) . (8)
a 8 Y

The summations are carried out over those indices for which the inequal-
ities are satisfied. P(a,B,y/k,1,9) 1is the probhability of B(a,8,Y)
given A(k,i,q), and P, is the probability of m bit errors given the
event A(k,i,g) N B(a,B,Y).

Given the latter event, m chips in a word are in error if there are
m-a - f ~ y errors among the C - k - 1 + q chips for which there is no
jamming power 1in either associated channel. Assuming that the chip
erro s are indeprendent,

11
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P,..=

-k-1+ -a-8- -k -i+g-m+a+
C-k-1 q) som a=-8 Y(l _ SO)C k-i+g=m+a+B+y ) (9)

m=a=-3-y

where S» is the probability of a chip error when neither associated
channel is jammed. It follows from elementary probability that

P(a,B,v|k,i,q) = P PPy , (10)
where
- -g-
P, = ( aq) st (- st)k e {11)
P, = (‘;q) sg - sC)"q'B . (12)
_(a _ e )9
P, (Y) s¥ (1 S2) . (13)

In these egquations, St is the probability of a chip error when only the
transmission channel is jammed:; S. is the probability of a chip error
when only the complementary chanrel is jammed; and S2; is the probability
of a chip error when both channels associated with a chip are jammed.

Combining the above definitions, equations, and inequalities, we
obtain the probability of a word error,

c K iy, a1 ey B v
— -
pw i mg:r k=z)£0 igo q=Lc;0 agg) Bz'—;;) Yg-‘;o FITaTstuTs e
where
kg = max (0, C +J - M), d) = min (i, k),
ky = min (C, J), «y = min (m, k - q),

g = max (0, 2 + J -~ M - k), By =min (m - a, i - q),
i; = min (C, J - k), Yo =max (0, m-a -8B ~C+k+i-gq),

qo = max (0, k + 1 - C), Y1 =min (m ~a - B8, g) .

12




The summation limits ensure that all the binomial coefficients, (2), are
well defined.

Before specifying the equations for Sp. S¢Sy and Sy, we derive
the exprescion for the probability of a word error for slow frequency
hopping.

3. SLOW FREQUENCY HOPPING

In slow frequency-hopping systems, a frequency hop occurs once every
two or more transmitted bits. To simplify the analysis, we assume that
the hops c<oincide with the boundary between twe words; that is, no
change to a new pair of possible frequencies can occur during the trans-
mission of a word. Consequently, the jamming environment is the same
for each bit in a single word.

let D, denote the event that neither of the two frequencies associ-
ated with a word is jammed, D; denote the event that one frequency is
jammed, and [, denote the event that bouth frequencies are jammed. We
can make the decomposition,

2
Pim) = n2=‘o P(m/Dn)P(Dn) , (15)

where P m/Dn) is the probability of m bit errors in a wocrd, given that
event Dpn occurs, and P(D,) is the probability of event Dp. From elemen-
tary combinatorial ccnsiderations,

2\(M-2
p(on)="‘MJ'“ , n<J, J-n<M=~-2,0<n<2,
()
P(D ) = 0, otherwise . (16)
n

Assuming indeperidence of bit errors, we have

P(n/D,) = (ﬁ)(l - sn)c"“ s: ., n=o0,1,2 , (17)

where Sp is the probability of a bit errcr, given the occurrence of
event D . Thus, the symbols Sy and S, have the same meaning as they did
in the previous section. In terms of the bit error probabilities
definzd for fast frequency hopping,

13
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1
= = . 18
S 2(ststC) (18)
This relation follows from the assumption that it is equally likely for
either of the two channels to be jammed.  Combining equations (2) and

(15) through (17), we obtain

 GGe) (e,
L ) ;

where

ng =max (0, I+ 2 ~-M), nj; =min (2, J)

The equation for P, is considerably simpler for slow frequency hopping
than for fast frequency hopping.

The probability P of a bit error 1is obtained by setting C =r =1
in equation (19). The result is

ny 2\(M-2
§ P = 2: n/\J-n S , (20)

where

ng = max (0, J +2 - M), n);=min (2, J)°

Setting C = r = 1 in equation (14), we obtain the same expression for
P, after a considerable amount of algebra. Thus, although the worad
error rates differ, the bit error rates for slow and fast frequency
hopping are identical.

We now derive formulas for the conditional bit error rates (Sgp, S
Sc+ and S3) under various assumptions.

14



4. CONDITIONAL BIT ERROR RATES

After the received signal has been "dehopped,” it is demodulated by
an FSK demodulator, as shown in figure 1. Thus, the conditional bit
error rates can be evaluated from the theory of 'SK demodulation in the
presence of jamming. Let N; and N, represent the power levels of  the
bandlimited, white -Gaussian noise entering the transmission and
complementary channels of a receiver, respectively. Some of the noise
power, denoted by Ni, is due to thermal and background noise, while the
remainder is due to barrage or spot Jjamming that is modeled as
bandlimited, white Gaussian noise. This type of jamming is called noise
jamming. Since the jamming is statistically independent of the thermal
noise,

Ny = N + N,
e S
Ny, = N + N, . 21
2 N 52 (21)
Let ; represent the average power at the receiver in a narrowband,

angle-modulated, jamming signal of the form

‘'

J(t) = B cos [wt + ¢(t)] , (22)

where ¢(t) is a narrowband stochastic process with a uniform
distribution at each point in time and w is the angular frequency. We
denote this type of jamming as narrowband jamming. Let Ry represent the
average power at the receiver in the intended transmission. Suppose
J(t) passes through the transmission channel, but not the complementary
channel. It is shown in appendix A that the probability of a bit error

is
No R + R, Z‘VR R,
t Ny + N Ny + N» Ny + No

where I,(x) is the modified Bessel function of the first kind and zero
order. If the complementary channel of a bit is jammed by J(t), but the
transmission channel is not, then the probability of a bit error is

2R Y . 2R Y Ny
S . =Q [("--41-) ' <'--§-> ]--—- 5. (24)
c N1 + Np N3 + N2 N2 t ‘

15
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where the Q-function is defined by

= 2 2
Q(x,8) =f X exp (— x_;__g_) Iglax) dx . (25)
8

In the applications, we are primarily interested in two spacial
cases. In one case, we assume that noise jamming, if present, is
uniformly distributed over all frequency-hopping channels so that N; =
N2. In the other case, we assume that narrowband jamming is absent, but
that noise jamming is present in some of the available channels; thus,
we set Rj = (.

When N, = N,, equations (23) and (24) simplify slightly:

1 ( l-'(s + R RSR.
= = - L Ny = ’ 2
St 5 eXP ——J-le ) 0 —lNl ' 1 N3 (26)

R, \k R \k
- i <_8> - -
Sc o] [(Nl '\§ Sy Ny = N . (27)

Suppose narrowband, angle-modulated jamming signals of equal power
enter both receiver bandpass filters and that Ny = N,. Using
equation (A-27) we find that the probability of a bit error is

1 27 Rj N (Rs + Ri + 2 /RsRi cos x)5
S2 = 57 /o axllss) o

- /R R
oxp [- Rs + 2Rj + 2 ngi_cos x]

2Ny

'
|

L
a
h

XIO

N
[/EZ(RQ + Rj + 2 Jﬁgﬁzg?os x) ] e .(28)

N

16

{
i
!
{
ORI = = S T S ST AL T T S T T T T Ty Errres el




If narrowband jamming energy is absent from both the transmission
and the complementary channels of a bit, R, = 0. If Ny = Np, then
equation (26) yields )

. "s
Sp = Z e¥p \- EET ; Np = No . (29)

[N

If noise jamming also is absent, then N; = Nt'

When Rj = 0, equation (23) yields the probability of a bit error,

N2 RS
s = - —s =0, 30
no Ny + Np OF ( Ny + N/ Ry (30)

where N; includes the noise jamming power in the transmission channel
and N2 includes the noise jamminygy power in the complementary channel.
If the transmission channel is jammed, but the complementary channel is
not, then Nj = N, + N;, and N2 = N.. Thus, the probability of a bit
error, given that only ghe transmission channel is jammed, is

N / R,
st=2Nt+N exp('zu +Nj>' Ry =0 . Gh

Similarly, the probability of a bit error, given that only the comple-
mentary channel is jammed, is

N+ N R,

ot 92 . =0 . 2

Se "IN +nN_ P "W +v ) BRy=0 (32)
t J2 t J2

A comparison of the last ¢two equations shows that Jjamming the
complementary channel causes a higher bit error rate than jamming the
transmission channel with the same power (Nj; = Nj,). If both channels
are jammed with the same power Nj' then Ny = N, = N, + Nj' Thus, the
probability of a bit error in this’case is

R
-1 - — -
S, S exp ( 2N, + ZNj) ' Rj o . (33)

Jarming both channels may be less effective than jamming the comple-
mentary channel alone. For example, equations (32) and (33) {ndicate
that s, < s if R, = Ny = Ny, >> N.. Finally, if neither channel is
jammed, the Srobability o; a bit error is

1 Ra
So = 3 exp \~ 5 /- Rj =0, Nj =0 . (34)
t
17
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5. REPEATER JAMMING

A repeater jammer, also known as a follower or transponder jammmer,
is a device that intercepts a transmission, modulates and amplifies the
waveform, and retransmits it at the same center frequency. To be
effective against a frequency-hopping system, the jamming energy must
reach the victim receiver before it hops to a new set of frequency
channels. Thus, the greater the hopping rate, the more protected the
frequency-hopping system against a repeater jammer.

Figure 3 depicts the geometrical configuration of communicators and
a jammer. For the repeater jamming to be effective, we must have

d; +d3 - 4

k]
- o ST (25)

where v is the velocity of ar electromagnetic wave, Tp is the processing
time required by the repeater, T, is the "dwell" time or hopping period,
and n is a fraction. This equation states that the time delay due to
propagation plus the processing time must not exceed a certain f-action
of the hopping period if the jamming is to be effective.
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Figure 3. Geometrical configuration of communicators and jammer.

The vaiuve of n is determined by the details of the receiver design.
Consider fast frequency hopping for which the hopping period is equal to
the duration of a coded bit. For the receiver of figure 2, the outputs
of the envelope detectors are sampled every bit period. If the sampling
occurs in the middle of a bit period, then n = 1/2. Since it ig advan-
tageous to the communicators to force as low a value of the parameter
N as possible, the receiver can be designed so that the sampling occurs
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close to the leading edge of each bit. However, such a strategy
increases the degradation due to intersymbol interference and requires
greater synchronization accuracy.

Rearranging equation (35), we may write

d; +dy < (n'rh - 'I‘p)v +4d; . (36)

If the right-hand side of this inequality is regarded as a constant,
then equating the two sides defines an ellipse with the transmitter and
the receiver at the two foci. If the repe~ter jammer is located outside
this ellipse, the jamming cannot be effective. Figure 3 shows a jammer
located on the boundary of the cllipse.

Assuming that the jammer is 1located inside the ellipse, we can
derive an equation for the word error rate in the victim receiver.
Suppose the jammer is able to modulate the intercepted waveform in such
a way that the retransmitted waveform is a facsimile of white Gaussian
noise over the bandwidth of the victim receiver. If the jamming always
enters the transmission channel, which is _he only possibility in the
fast frequency-hopping case, the probability of a chip error is given by
equation (31); that is, in this highly idealized case,

Nt ! RS
v e (CEo) (a7)
t N t n

where le represents the jamming power at the victim receiver.

A more realistic model of what the jammer can accomplish is to
assume that the jamming has the form specified by equation (22). If the
repeater always jams the transmission channel, the bit error rate is
given by equation (26). Thus, in this more realistic case,

R + R, /R R,
Pc = -;- exp (- —s———l> I (__3__3_) ' (38)

2N, N

where R, is the jamming power at the victim receiver.
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If the bit errors are independent, the probability of a word errcr
is

Pw =2 (g)(l - pc)C-m P: ’ s

m=r (29)

From equation (38B), we can determine the value of Rj which maximizes
P. for each choice of R and Nj. If we assume‘VRst >> N, we may use
the asymptotic expression for the Bessel function,

X

Ig(x) = x >> 1 , (40)

21X

in equation (38) to obtain
Ny 4 <1/E - .
- - s v 3)
+ J=— fR R - ’ R, .
Pc '/8ﬂ ( s j) exp [ TR /is 5 >> Ny (41)

It is now easy to verify with elementary calculus that the optimal value
of Ry is Ry = R_. Substituting into equation (41), we obtain a simple
expression for £he bit error rate when the jamming power is optimal,

R \~k
p = (en —?-) , R, = R_ > N; . (42)
c N; J s

Thus, the repeater jamming is potentially quite effective. However, if
the jamming power at the receiver deviates significantly from the
optimal wvalue, the effectiveness rapidly decreases, as indicated by
equation (41).

When the jamming is modeled as a white Gaussian process, the optimal
jamming power is N, = Rs - 2Nt' From equation (37), the corresponding

bit error rate is
l-'(s -1
P = (= . =R -2 . 4
c N ! le s Ne (43)

The effectiveness of the jamming decreases more slowly than in the
preceding case as the jamming power deviates from its optimal value.
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As an example, figure 4 shows a plot of equations (37) and (38) when
the rignal-to-noise ratio 1is Rg/Ny = 20 (13 dB) and N) = Ng. The
ordinate is the probability of bit error, P., and the abscissa is the
jamming-to-signal ratio, ./Rg. The figure demonstrates that excessive
narrowband jamming power can actually be helpful to the communicators.

NOISE JAMMING

PROBABILITY OF BIT ERROR

SIGNAL-TO-NOISE RATIO = 13 ¢8
| NARROWBAND
108 JAMMING
wd - L ' J
0 § 0 5 10
JAMMING-TO-SIGNAL RATIO (48)

Figure 4. Bit error probabilicy for repeater jamming.

Figures 5 and 6 illustrate how P, decreases with the signal-to-noise
ratio for various fixed values of the jamming-to-noise ratio and the two
types of repeater jamming.

In addition to possible geometric and power restrictions, there are
other problems and limitations entajiled in using a repeater jammer. The
repeater must be able to transmit and receive simultaneously at the same
frequency. If many communicators are present, the repeater circuitry
must be capable of isolating the signal to be repeated. Finally, a
repeater jammer usually can disrupt only one frequency-hopping system at
a time.
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Figure 5, Bit error probability for noise jamming by repeater.
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Figure 6. Bit error probability for narrowband jamming by repeater.

6. EFFECT OF CODING

The use of an error-correcting code can dramatically improve the
word error rate of a frequency-hopping system Jn a jamming environment.
There are significant differences in the effect of coding on communica-
tions by fast frequency hopping and Ly slow frequency hopping. The
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reason is that the communicators hop out of a jammed cheanel after each
bit in fast frequency-hopping systems, whereas the communicators dwell
in a jammed channel for several bits before hopping in slow
frequency-hopping systems. However, if the encoding 1is followed by bit
interleaving in a slow system, then the word error rate is the same as
that of the corresponding fast system.

When a block code is used, each uncoded word of w bits is
represented by a coded word of C bits. Since C > w, equation (3)
indicates that the number of available channels for frequency hopping is
reduced; that is, !

Mw

M= -:— , (44a)

where M, is the number of channels which would be available in the
absence of coding. Assuming that the time interval of each word is
unchanged as a result of the coding, the time interval of a bit is
reduced. Consequently, the bandpass filters of fiqure 2 must have
increased bandwidths, and the background noise power entering the
filters is given by

ht = ' . (44b)

where Ni, is the background noise power which enters in the absence of
coding. If the coding is to be effective, 1its error-correcting
capability must be great enough to overcome the degradation implied by
equations (44).

As an example, we consider the case in which M, = 1000 and words of
length w = 4 are to be transmitted in the presence of narrowband jammers
with Ry = Rg. We wuse equations (26) through (29) in equations (14;
and (19). Figures 7 and 8 show the probability of word error, P,, as a
function of the signal-to-noise ratio per word, wRg/Ng,, for fast and
slow frequency hopping, respectively, assuming that the words are
uncoded so that C = 4 and r = 1, The curves are plotted for various
numbers of jamming signals. Slow hopping produces a slightly lower
error rate than fast hopping. Figures 9 and 10 show similar plots when
a single-er.or correcting code is used so that C =7 and r = 2. The
performance of the fast frequency-hopping system improves dramatically
as a result of the coding. However, the performance of the slow
tfrequency-hopping sys*-~ .s slightly degraded in the presence of
jamming.

23




Figure 7.

Figure 8.
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Figure 9. Word error probability for fast hopping and coded words.
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Pigure 10. Word error probability for slow hopping and coded words.

25

.




The use of repetition coding in a fast system or a slow system with
bit interleaving, if feasible, 1is often very effective in reducing the
error rates. Repetition coding consists of transmitting an odd number
of code bits for each data bit. The receiver decides the logical state
of the data bit according to the 1logical states of the majority of the

) received bits. To determine the probability of a data bit error, set
= (C + 1)/2 in equation (14) aad w = 1 1in equations (44). As an
example, we consider the case in which M, = 1000 and three narrowband
jammers with Rj = Rg are present. Figure 11 shows the probability of a
data bit error, P, as a function of the signal-to-noise ratio per data
bit Rs/Ntu' for ¢ =1, 3, 5, and 7. 1Increasing the amount of repetition
is helpful only if the received power is sufficiently great.
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Figure 11. Bit error probahility for repetition coding and three
narrowband jammers,

7. TFARTIAL-BAND JAMMING

If the jammer's available power 13 1less than the product of the
number of hopping channels and the signal power, then it is usually
advantageous for the jammer to concentrate the power in part of the
total bandwidth. As the number of jammed channels 1is increased, the
jamming power available for each of these channels is decreased,
assuming that the jammer has a fixed total available power. The jamming
power in each jammed channel is

N
3
N = 5 noise jamming, (45a)
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N,

Rj = -%3 , narrowband jamming, (4Sb)

where th is the jammer's available power.

To 1illustrate the implications, we assume that M,; = 1000 and Rg/N¢,
= 13 dB and calculate the error probabilities as functions of v, the
fraction of the band that 1is jammed. We assume that noise jamming is
present so that equations (31) through (34) apply. The results are
similar for narrowband jamming. For noise jamming, the number of jammed
channels is approximated by

uMuw
J = int (uM) = int s H (46)
where int(x) is the largest integer contained iﬁ x.

Figqure 12 shows the probability of bit error, P., versus the
fraction of the band that is jammed, b, for jamming-to-signal ratios of
th/Rs = 10, 20, and 30 dB. Figures 13 and 14 show the probability of
word error, Py versus y for fast and slow frequency hopping,
respectively, with w=4, C =7, r = 2, and the same power ratios. The
optimal band occupancy for the jammer gradually increases as the
available power increases. The peaks of the curves in figure 13 are
much less pronounced than the peaks in figures 12 and 14. Thus, in this
example, if the word error rate is the appropriate measure of system
performance, the jammer has little to gain by attempting to implement
partial-band jamming against the block-encoded fast frequency-hopping
system.

It is intuitively reasonable that the highest bit error rate occurs
when the jamming power in the jammed channels is approximately equal to
the signal power, since increasing the jamming power beyond this level
does not significantly increase the probability of a bit error when the
communicators hop into a jammed channel. Consequently, the optimal
value of U is expected to be

N
= -_j—t- <
o M’ NJt RM ,
8
Uo =] ’ th Z RSM . (47)

It has been verified that these equations are reasonably accurate in
many cases,
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Figure 12. Bit error probability for various ratios of available
jamming power to signal power.
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Figure 14. Word error probability for slow hopping ard various ratios
of available jamming power to signal power.

when some, but not all, of the channels are jammed, the word error
rates for block-encoded, slow systems are usually higher than for
corresponding fast systems. The errors in the slow systems tend to
occur in bursts which may overwhelm the error-correcting capability of
the block code. One remedy is to interleave the coded symbols before
transmission so that each symbol of a word is associated with a
different frequency. After deinterleaving, the error-correcting
capability of the block code equals that of the same block code used in
a fast system. Thus, by employing additional hardware, slow systems can
give the same word error rates as fast systems in the presence of
partial-band jamming.

8. COMPARISON WITH PSEUDONOISE SPREAD SPECTRUM

Pseudonoise spread spectrum modulation is often considered an
alternative to frequency hopping when communicators must operate in a
jamming environment. The probability of a bit error for an ideal
coherent pseudonoise system is given by

1 Bs RsBmT "
Pe T 207 \B_N\bR, * v, ' (48
m, T T

2p, J. Torrieri, Communication Warfare, Harry Diamond Laboratories
TR-1859 (1978).
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where Bg is the bandwidth over which the transmitted energy is spread,
Bp is the bandwidth associated with each message (data) bit, T is the
bit duration, Rg is the signal power at the receiver, Rp is the total
jamming power in Bg which enters the receiver, Ny is the total
background or thermal noise power in Bg, and b is a parameter such that
b < 2. The complementary error function i3 defined by

erfc x = % f exp (-y2) dy . (49)
X

The product BT is a constant. The parameter b has a value depending
upon the type of jamming. The most destructive jamming occurs when all
the jamming energy is concentrated at the center frequency of B ; in
this case, b = 2. s

The corresponding probability of a word error, assuming that bit
errors occur independently, is

c
_ C _ C-m _m
P, = m}i (m) (1 pc) P - (50)

To compare the pseudonoise and frequency~hopping systems, we assume
that the available bandwidth, then transmission power, and the
information rate are the same for both systems. Thus, we assume a
common value of Ry and

B

8
N = MN , —— = R = JR. . S
T ¢ Bm M RT R) (51)

As a specific example, we further assume the presence of a single
narrowband jamming signal at the center frequency of Bg. We allow
spectral overlap of the frequency-hopping channels, but we assume that
the jamming affects only one channel. Specifically, we assume that

J=1, b=2, BmT =1 . (52)

Consequently, equation (48) becomes

1 ( MRs L]
P = - erfc ——————
c 2 2Rj + MNt)
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Figures 15 and 16 show comparisons of the probability of word error,
P,, as a function of the signal-to-noise ratio per word, wRg/N¢y, for
pseudonoise and fast frequency-hopping systems, with M, = 1000. As the
jamming-to-signal ratio, Rj/Rs, is raised beyond a certain point, the
frequency-hopping P, is essentially unchanged, while the pseudonoise
P, degrades rapidly. Block coding is much more helpful for the fast
frequency-hopping system than for the pseudonoise system. A fundamental
characteristic of frequency-hopping systems is that errors occur
primarily when the system hops into a jammed channel. An increase in
the jamming energy beyond a certain level has 1little effect.
Pseudonoise systems spread narrowband jamming energy over the total
bandwidth. An increase in the jamming energy has a direct effect on the
probability of an error. When the total bandwidth of a pseudonoise
system is fixed, the potential improvement in performance due to
encoding is largely counterbalanced by the decrease in processing gain,
which results from the increased transmitted bit rate.
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Figure 15. Word error probability for single narrowband jammer and
uncoded words.

For successful demodulation in a pseudonoise or frequency-~-hopping
receiver, the code synchronization in the receiver must be accurate to
within the time duration of a received bit. For a pseudonoise system,
the time duration of a received bit 1is proportional to 1/B_, whereas,
for a frequency-hopping system, the time duration of a bit is equal to
1/€.. If Bg >> fo, the accuracy requirements for a pseudonoise
synchronization system are much more stringent than for a
frequency-hopping synchronization system with similar spectral

S A

I



A Y

R S

Tt e

IO ]

S w T T

occupancy. Thus, the initial acquisi“ion of frequency-hopping
synchronization is generally much more rapid and inherently more jam
resistant than the acquisition of pseudonoise synchronization. of
course, pseudonoise systems may employ a frequency-hopping preamble to
facilitate acquisition.
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Figure 16. Word error probability for single narrowband jammer and
coded words.

Military communication networks freguently require communicators to
operate amidst the simultaneous presence of a large number of other
network users at widely variable daistances and transmitted powers. When
there are potentially large power differentials at the receivers between
desired and interfering signals, frequency-hopping systems usually
perform better than comparable pseudonoise systems. A coordinated
frequency-hopping network, in which nearby users transmit on different
frequencies and at different times (time hopping), can greatly reduce
the mutual interference. Theoretically, interfering signals occurring
in channels not being used by the desired signal are noninterfering,
regardless of the relative signal strengths. Practically, this
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capability is limited by the spectral overlap produced by the
time-limited transmitted pulses and by spurious spectral components
produced by the frequency synthesizers. Appropriate filtering can
reduce these deleterious effects.

If it is not feasible to hop at a fast enough rate to eliminate the
repeater jamming threat, then a hybrid gystem combining frequency
hopping and pseudonoise spread spectrum may solve the problem.l If the
autocorrelation function of the pseudorandom code has a sufficiently
rarrow triangular peak, repeatcr jamming is ineffective even if the
frequency hopping can be easily followed. The hybrid system is
attractive also when it is impractical to design a frequency-hopping
system with the number of channels needed to use the entire available
bandwidth.

9. OTHER DATA MODULATIONS

It has been assumed that the data modulation is impressed on each
transmitted pulse by noncohereint FSK. This method has the practical
advantages of minimal hardware and synchronization requirements. It i3
amenable to fast frequency hopping and block coding. However, the
intrinsic bit error rates for both binary phase-shift~keying (PSK) and
quadriphase-shift-keying (QPSK) systems in the presence of 'white
Gaussian noise are lower than the bit error rate for FSK. In addition,
PSK systems require one half and QPSK systems one fourth the bandwidth
of FSK systems. Thus, more frequency-hopping channels are available
when P5K or QPSK modulation is used instead of FSK. For these reasons,
we investigate the effect of using multiple-phase-shift keying (MPSK) as
the data modulation.

Because carrier phase coherence must be maintained from hop to hop,
it is very difficult to use coherent MPSK for the data modulation in
fast frequency-hopping systems and in many slow frequency-hopping
systems. A much more practical choice is differentially encoded MPSK,
which is demodulated by differentially coherent processing. The
differential encoding degrades the intringic bit error rate sliqhtly.“

lIR. C. Dixon, Spread Spectrum Systems, John Wiley and Sons, Inc., New
York (1°76).

3Spread Spectrum Communications, North Atlantic Treaty Organization
Advisory Group for Aerospace Research and Development, National
Technical Information Service AD-766-914 (1973).

“w. C. Lindsey and M. XK. Simon, Telecommunication Systems
Engineering, Prentice~Hall, Inc., Englewood Cliffs, NJ (1973).
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. For MPSK, a convenient set of message signals that may be generated
' is the polyphase signal set

: nnt  2n(i -1 .
Si(t) = A sin [ T » 2L ” )] » 0 <t < T, i= 1, 2, . . . K, (54)

oy~ —

where n is any integer, Ty is the symbol period, and K is the number of
different phases or symbols. For K = 2, we get PSK; for K = 4, we get

QPSK. The signal si(t) is impressed upon a carrier which hops in
frequen~y.

The symbol error rate for frequency hopping with MPSK can be
obtained in a straightforward manner since there is no complementary
channel. The probability that the transmission channel 1is jammed is
J/M. Thus, the probability of a symbol error is

o
]
e [

3) + (1 - ‘f;) So (55)

where S) is the probability of a symbol error given that the trans-
mission channel is jammed, and Sy is the probability of a symbol error
given that the channel is not jammed. We assume that the only type of

jamming present is noise jamming, which occupies some of the available
channels. Define

Rs
Rp = Ft- (Bst) .

R
-]

Rl = 5w (BLT) (56)
t

where R_ is the signal power, N, is the sum of the thermal and
background noise powers in a channel, B_ is the channel bandwidth, T  is
the symbol duration, and N. is the 3jamming power in jammed channels.
For differentially encoded P%K, we have

1
= e - = O, ’ = . 7

For differentially encoded MPSK with K > 4, the exact expression for
; si is complicated. A good approximation is“

) “w. C. Lindsey and M. K. Simon, Telecommunication

Systemg
Engineering, Prentice-Hall, Inc., Englewood Cliffs, NJ (1973).

34

s e g AN AT YRS AT RIS T NS TP L WA

B T = e L s Rt s SRR S



-

R,
i

vl + 2Ri

s, = erfe sin TTTE , i=0,1, K>4 . (58)

Because of its theoretical interest, we consider frequency hopping
with coherent PSK in detail. If the time between hops is sufficiently
great, it is possible that a phase-locked loop can lock on to the data
modulation so that coherent demodulation is accomplished. For slow
frequency hopping with block coding, the probability of a word error is
determined by <reasoning similar to that used in section 3. The result
is

C
- C\|J .. ™ C-m J m _ C-m
P = Z:(m)[g si(L-s) " . ( - M) so- (1 - so) ] : (59)
m=r
where the coherent PSK bit error probabilities are

1 o |
s, = 5 erfe (/Ri), i=0,1 . (60)

Figure 17 depicts the probability of word error, P,, as a function
of the fraction of the band jammned, u, for various ratios of available
jamming-to-signal power and Rg/Nyy = 13 dB, C =7 , w=4, r =2, My =
1006, and BpTg = 1. Equations (44b), (45a), and (46) are used in the
calculations. Comparison with figure 14 indicates that slow fregquency
hopping with coherent PSK is less susceptible to partial-band jamming
than slow frequency hopping with noncoherent FSK. 1If the practical
implementation problems can be solved for a hopping rate sufficient to
avoid repeater jamming, then coherent PSK is very attractive.

Although it is extremely unlikely that fast frequency hopping with
coherent PSK can be effectively implemented, the word error probability
is written since it applies to slow frequency hopping with bit
interleaving and coherent PSK:

< r P REE0
~ - k/\C-k a m-a_a C-k-m+a
Pw = Z L L m m= 2 [SO S, (1 - SO)
m=r k=kg a=ag (C)

< (1 - Sl)k-a] ' (61)

an




where
kg = max(0, C + J - M) ag = max{(0, m - C + k),
ki1 = min(C, J), ay = min(m, k).
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Figure 17. Word error probability for slow hopping, coherent phase~
shift-keying data modulation, and various ratios of available
jamming power to signal power.

The derivation of this equation is analogous to the derivation of
equation (14). Word error rate formulas for differentially encoded PSK
are much more i{involved since errors tend to occur in pairs, and phase
reference bits must be included in each word.

Noncoherent FSK detection does not exploit any phase information
contained in the received signal. By coherent.ly detecting a continuous-
phase-frequency~-shift-keying (CPFSK) signal, the phase information can
be used to improve the noise performance of the receiver significantly.
In fact, the intrinsic bit error rate of CPFSK systems in the presence
of white Gaussian noise can be made to approach the bit error rate for
coherent PSK systems.s A CPFSK signal may be generated by applying the
bipolar representation of the input binary data to a voltage-controlled
oscillator.

3s. Haykin, Communication Systems, John Wiley and Sons, Inc., New
York (1978).
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The CPFSK signal occupies much less bandwidth than a conventional
FSK signal. Consequently, when CPFSK is used in a frequency-hopping
system, the available bandwidth can be partitioned into a larger number
of channels, thereby reducing the impact of narrowband jamming signals.
Also, the mutual interference in a communication network is decreased.

Unfortunately, there are a number of problems associated with CPFSK.
The receiver implementation is much more complex than for noncoherent
FSK. A carrier recovery circuit is required for the coherent detection
of CPFEK. This circuit, as well as the detector, is affected by the
presence of jamming, so that the overall impact of jamming is enhanced.
Because of the coherency requirements, it is extremely unlikely that
CPFSK can be effectively employed in a fast frequency-hopping system.
In a coherent slow system, CPFSK requires an extra phase reference bit
to be transmitted every hoppina period, causing a degradation from the
ideal performance, which may not be nealigible unless the hopping rate
is much less than the information rate. Finally, the transmission and
complementary channels are sSeparated by a fixed amount, making possible
the complementary channel jammina by a repeater.

In a white Gaussian noise environment, slow frequency hopping with
noncoherent multiple-frequency-shift keying (MFSK) is sometimes
advantageous. As the number of different frequencies, K, increaseg, the
symbol error probability for a fixed signal-to-noise ratio per bit
decreases as long as the latter exceeds a threshold. However, MFSK with
K * 2 requires more hardware and occupies more bandwidth per symbol than
binary FSK,. As the bandwidth occupancy increases, so does the
susceptibility to partial-band jamming.

10. CONCLUSIONS

The two major candidates for transmission methods to resist jamming
are pseudonoise spread spectrum and frequency hopping. Aside from the
igsue of cost, frequency hopping is preferable in most military networks
for the following reasons.

a. Jamming with sufficiently high power near the center of the
spread spectrum will overcome a pseudonoise system. Frequency-hopping
systems are inherently insensitive to jamming power increages in a fixed
part of the spectrum.

b. If a pseudonoise system does not employ a frequency-hopping
preamble for initial synchronization, a jammer has a greatly increased
chance to prevent acquisition. After acquisition, pseudonoise systems
are more susceptible to loss of synchronization than frequency-hopping
gystems.
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c. Because of multipath propagation, a delayed signal may create
serious interference for a pseudonoise system. The interference is
negligible for a frequency-hopping system if the demodulator is hopped
to a new frequency pefore any delayed signal can arrive.

d. Because of their insensitivity ¢to high power levels of
interference, frequency-hopping syctems are usually less deyraded by a
multiuser environment than pseudonoise systems.

Once it has been decided to use frequency hoppirg, the next issue is
the hopping rate. The repeater Jjammer constitutes a serious potential
threat. This threat can be countered by increasing the hopping rate
beyond a certain minimum rate which is a function of +he repeater
processing time and geometrical considerations. 1If it is not feasible
to design a system with a hopping rate that exceeds this minimum, then a
hybrid system combining frequency hopping and pseudonoise spread
spectrum is a potential solution to the threat.

Fast frequency hopping is defined as hopping at a rate that exceeds
the information bit rate; slow frequency hopping is defined as hopping
more slrwly than the information bit rate. If the minimum hopping rate
for safety from repeater jammers exceeds the inf_:mation rate, then fast
hopping is advisable; otherwise, the choice depends upon other factors.

Due to the difficulty in maintaining carrier phase coherence from
hop to hop, the most practical data modulation method for fast
frequency-hopping systems appears to be noncoherent binary FSK. Fast
systems with binary data modulatior are advantageous if the performance
measure is the word error rate and if error-correction codes are used.
Repetition codina, when used in fast systems or in slow systems with bit
interléavinq, can sianificantly 1lower the Lit error rate of these
systems with respect to slow ones without interleaving. If block coding
is used, the word error rate for fast systems and slow interleaved
systems in the presence of partial-band jamming can be considerably
iower than for slow systems using block coding alone, Another advantage
of fast hopping is that it is more difficult than slow h.pping to
intercept and proces~ for direction finding.

High hopping rates have several disadvantayes in comparison with low
rates.

a. The time required for 1initial synchronization increasec with
the hopping rate.

b. The frequency synthesizers become a major expense at high
hopping rates.




c. The settling time entailed in frequency switching can become -
significant portion of the hopping period, causing performance degrada-
tion.

d. The mutual interference problem in a communication network and

the difficulty of implementing some form of coordination increase with
the hopping rate.

In slow frequency-hopping systems, the most practical choice of data
modulation appears to be differentially encoded PSK or QPSK, CPFSK,
noncoherent MFSK, or noncoherent FSK, Differentially encoded PSK or
QPSK and CPFSK minimize the mutual interference problems of
comrunication networks. Noncoherent FSK presents the least practical
implementation problem. If feasible, data modulation by coherent PSK is
theoretically optimal in terms of bit error rate,

Coding, which can be combined with kinary data modulation, is often
not sufficient by itself to significanrtly lower the word error rate of a
slow system in the presence of partial-band jamming. However, if bit
interleaving also is wused, the word error rates of slow systems can
equal those of comparable fast systems. Bit interleaving tends to
spread clustered bit errors so that error-correction procedures are more
effective. The drawback of bit interleaving 1is the expense, which at
least partially offsets the extra expernse of frequency synthesizers in
competing fast systems.
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APPENDIX A.--DERIVATIONS OF CONDITIONAL BIT ERROR PROBABILITIES

In this appendix, we determine the bit error rates under various
conditions. The noncoherent frequency-shift-keying (FSK) demodulator of
figure 1 in the body of the report is separately displayed in figure A-1
for convenience.
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Figure A-1l. HNoncoherent frequency-shift-keying demodulator.

We assume operation in a white Gaussian noise environment. Thus, at

the output of the bandpass filters, the bandlimited white Gaussian noise
has the narrowband representation

n(t) =n (t) cosw,t-n (¢) sinw,t, 1i=1, 2, (A=-1)
i ci si

i i

where n.;(t) and ngy(t) are independent Gaussian processes with noise
powers equal to Ny. Thus, the noise powers in the two branches of the
receiver may be different. We assume that jamming signals of the form

/ = = -
J () Bi(t) cos [mit + ¢i(c)], i=1, 2, (A-2)

emerge from the bandpass filters centered at w e Suppose a logical 1
signal represented by

s1(t) = A cos w;t {A-3)

is received and passes through bandpass filter 1 with negligible
distortion.
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The total signals at the outputs of the two bandpass filters are

X1(t) = A} cos w;t + B) cos (wlt + ¢1) +n_, Cos ut - L sin w,t

cl

X2 (t) = By cos (wzt + %)+ n_, cos wpt = n_, sinuwt . (A-4)

2 c?

We consider a tvpical bit interval, which is defined by 0 < t < T. The
sampling time, the time at which a bit decision is made, could theore-
tically be any time within this interval because of the idealized forms
assumed in equation (A-3). 1In practice, a sampling time at the midpoint
of the bit interval 1is 1likely to provide the best results. We denote
the sampling time by T,. By using trigonometry, equations (A-4) can be
written in the form X;(t) = R;(t) cos (wjt + ¥;), i =1, 2. Thus, the
outputs of the envelope detectors of the two receiver branches at time
t = T, are found to be

2
Ry = (?,.}_ + 7%)5 ’
Ry = (z§ + zf.)H , (A-5)

where the following definitions are made for notational convenience:

Z) = A+ 31(13) cos [¢1(T1)]+ n(T1)

23 = By(T1) sin [¢1(T1)]+ n_ (1) - e
23 = By(T1) cos [¢2(T1)]+ ne,(%1) ¢

2, = By(T)) siu [@2(T1n +ng(T1) -

Since n(t) is assumed to be a zero-mean process, all the noise variables
in equation (A-8) are zerc mean. Dencting the expected value of 7, by

My = A + By (T)) -[¢1 (T1)] ,

Mz = B1(T1) sin [ Tl)], .
M3 = B2(T)) cos [¢2(T1)] ,

My = B(T)) sin [¢Z(T1)]
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Assuming that B;(T;) and ¢, Tl) are given, the joint probability density
function (pdf) of 2, and 2; 1s

z; -~ M)? + - M,)?2
91(21, zz) = L exp [- ( : l) (22 2) ] . (A-8)

2TN, 2Ny

1f we define 2} = R) cos 8 and 2; = R; sin 6, it follows that the joint
pdf of R} and 8 is

r)
92 (!'1' 61) = 27N,

r% - 2r|My cos 6; - 2ry|M; sin 6; + M% + Mg
x exp \- o (A=
P o (A-9)

ry 2 0, |8y <.

The pdf of the envelope Ry is obtained by integration over 6,. First we
note that the modified Bessel function of the first kind and zero order
satisfies

2n
1
Io(x) = o= -L- exp [x cos (u + v)] du (A=10)
regardless of the value of v, Consequently, after suitable trigon-

ometric manipulation, the integral of equation (A-9) over 6; can be
reduced to

I D% + r% Dir, )
fl(!'l) = -"Tl-exp - T Ip N L 20 , (A-11)

where we define

D% = M% + Mg = a2+ B%(Tl) + ZABI(TI) cos [¢1(T1)] . (A-12)
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In a similar manner, the output at time t = T; of the envelope detector
in the lower branch of the PSK demodulator has the pdf given by

) ) Bg + r% (Bzrz)
£2 (rz) =5\ 5 Io ) T2 >0 . (A-13)

Since sj(t) has been transmitted, an error occurs if Ry > R;. Thus, the
probability of an error is

P(E/1) = [’ fl(rl) [j:” fz(rz) dr{l ary . (A-14)
, !

Substituting equations (A-11) and (A-13) into equation (A-14), we obtain

N Dl 82 /Ql— K\
P(E/1) = f q (—-— , X} Of—=—" dx , (A-15)
0 /Ny Ny Ng

where we have defined the Ricilan function

2 2
qla, x) = x exp (‘ %——) Iy (ax) (A-16)

and the Q-function

[ ]

Q(a,B) = [ qla, x) dx . (a-17)
B

The integral in equation (A-15) can be evaluated by using the following ) k
identity given by Helstrom: !

(-]
2

' /. q(a, x) Q(b, rx) dx = Q(vz, Vl) - 3 .
0 1 + r? :
2,2 2 i
x exp |-~ ar  + b Ig ( abr ) , (A-18) '

2(1 + rz) 1 + 2
’

] lc. Helstrom, Statistical Theory of Signal Detection, 2nd ed.,
! Pergamon Press, Elmsford, NY (1968).
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where

vy = ar(l + tz)-H. vy = b(l + rz)-H

Carrying out the algebra, we obtain

, B, Dy N, [ By + D} ]
P(E/1) = Q ' - m———axp |-
Gﬂ*:fﬁ; GT—:—EZ N; + N2 Zle + NZ;

<8201 \
X IO -N—1—+—N2/ R (A-19)

This expression gives P(E/1) for fixed values of the B; (Ty)
and ¢1(T;). From bit interval to bit interval, these parameters
generall vary in valuve. If these parameters are modeled as random
variables, an aggregate P(E/l) can be calculated by integrating the
product of equation (A-19) and the joint pdf of the Bi(T1) and ¢13T1).
To obtain reasonably simple results, we assume that narrowband
angle-modulated jamming is present. Thus, we assume that B;(t) =
By Tl) = By, a constant. If ¢)(t) is nonsynchronous with the carrier
frequency of g;(t), it 4is 1logical to model ¢;(T;) as uniformly
distributed from O to 2r7 radians. Thus, the aggregate probability of
error, given that s)(t) was transmitted, is

n
P(E/1) = -15 P(E/1) dé; . (A-20)

When a logical O represented by

82(t) = A cos wst (A-21)

is received, the bit error probabilities can be determined by an
analogous procedure. Defining

D§ = a? + B3(T)) + 2AB, () cos [¢2('r1)] , (A-22)

we obtain
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2 2

B Dao N2 By + 02

P(E/2) = Q ’ - exp |- v

+
N+ N, N,/ Mt 2(n N2)

B)D;

If Bi(t) = Bi(Tl) = Bi' a constant, and ¢2(T1) is uniformly distributed,
then

2m
B(E/2) = & fo P(E/2) dby . (A-24)

If the transmission of a logical 1 or 0 is equally likely, the prob-
ability of a bit error is

P(E) = —;—3(3/1) + %?(3/2) ) (A-25)

Substitution of the previous equations into equation (A-25) yields

- 1 2n B, Dj (x) B, Dy (x)
P(E) = 4= 4( ax {0 . _ + o|— R —
YNy + Np YN + Njp Ny + N2 /kl + N>
Ny B3 + D2 (x) [azol(x) N,
- ——— - — o ——— A-26
Ny + Ny exp 22N1 + Nz) To Ny + N3 N} + N3 ¢ )

B} + D% (x) B)D; (x)
X 9 - —————
exp 22N1 + Nzi To Ny + N2
where

D2(x) =A2 + B2 + 2AB. cos x , i =1, 2 .
i i i

This equation is a slight generalization of one derived by Pettit,?

2p. pettit, Error Probability for NCFSK with Linear FM Jamming, IEEE
Trans. Aerosp. Electron. Syst., AES-8 (September 1972), 609-614.
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The various conditional bit error probabilities can be calculated
from the above egquations. The probability of a bit error given that an
equal amount of narrowband jamming power enters both channels, S>, is
determined by setting By = B = V2Rj in equation (A-26), where Ry is the
jamming power. Setting A = /EE;, where FS is the received signal power,

we obtain
2n 2R :
S de( j)" D (x) S
2r Ny + Np /EI—+ Ns f
1 2R, + D2(x)] Yﬂﬁ;jb(x)
- Sexp|- -#EI_"-N_ZTJ I —-J———-Nl TN, ' (A-27)
where

DZ(x) = 2R + 2R, +44JR R, cos x .
s ) s )

The probability of a bit error given that narrowband jamming enters
the transmission channel only, S_, is determined by setting Bz = O,
By =‘,2Rj’ and St = P(E/1). We use the facts that Ij(0) = 1 and

82
Q(0, B) = exp |- = (A-28)

to obtain, from equations (A-19) and (A-20),

K +R + 2 /RR, cos x ;
s J s ] dx . (A-29) g

. N2 /]‘n
st=2“iN1+N2) 0 exp\~ N + Ny

Using equation (A-10) yields

N3 Rs + R, 2 Rst L
S = - S 1 — ], A-30
' t Ny + Nz exp N; + N3 0 Ny + Np ( )

In this equation, N; is associated with the transmission channel, and
s N2 is associated with the complementary channel.
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The probahility of a bit error given that narrowband jamming enters
the cagglementary channel only, S., is determined by setting By = 0,
By = Y2R;, and S = P(E/1). Since D) = A = Y2Rg, P(E/1) = P(E/1l).
Thus, reeaining our interpretation of N} and N;, we get

s =0 . I L U i S |
c N1 + N2 N] + N2 Ny + Ny N| + Ny

(0

(A-31)
Ny + Np

The propability of a bit error given that narrowband Jjamming is
absent, Sp, is determined hy setting R. = 0 in equation (A-27) and using
equation (A-28). The result is )

. B R :
Sg = 3 exp \- T s . (A-32)

Ny + N2

This completes our derivations of the conditional bit error
probabilities.
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